ctions
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Projecting onto the span of a single vector

 Question: What vector in span(z) is
closest to 1/?

e The answer is the vector wz, where the
w is chosen to minimize the length of
the error vector:

lell = || — wz]]

o Key idea: To minimize the length of the
error vector, choose w so that the error
vector is orthogonal to .

X\

P\

somp veClor spon (7?)
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Projecting onto the span of a single vector

 Question: What vector in span(z) is

closest to 1/? e
e Answer: It is the vector w*Z, where: -
. e
b3 x )

w == - \

T-T '
\ ) l | f(

4 scalar. Jus
y ] 4wt In s ew/g
ow did we [ . v £ ~ _L
\ rf‘ W w x W - ) ,

(§-wt%) =0 h A
< Llnjl’l«

ofq
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Projecting onto the span of multiple vectors e 4
("‘Q 'S —t" l"'H')
e Question: What vector in ‘F 1 A f % ond
span(Z1), 7(?)) is closest to 1/? 7(0)_ xV)

e The answer is the vector B =
wlf(l) =+ w2£(2),where w1 and wo are N — = A =

.
u‘“‘ o

chosen to minimize the length of the

error vector:;

lell = 17 — w12 —wyz®)|

o Key idea: To minimize the length of the - -
it (1) and Z(2) are linearly

error vector, choose wi and w9 so that
the error vector is orthogonal to both

1) and 7(2).

independent, they span a plane.
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Matrix-vector products create linear combinations of columns!

e Question: What vector in span(z(!), Z(?)) is closest to /?

« To help, we can create a matrix, X, by stacking 71 and Z(?) next to each other:

N | 2 -1
X=1z0 z@] =15 0

R N T

e Then, instead of writing vectors in span(if(l), 55(2)) as w1z + wyZ?), we can say:
- 5 w
Xw where w = [ 1]
w2

e Key idea: Find w such that the error vector,e = 7 — X, is orthogonal to every

column of X. > > ) =(2)
Xw =d, x4+ Wy X
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Constructing an orthogonal error vector of A
o Key idea: Find W € R such that the error vector, ¢ = 1/ — X, is orthogonal to the

columns of X.
o Why? Because this will make the error vector as short as possible.

e The w* that accomplishes this satisfies: P xT (3 -’)Q‘Jo""> O

, XTe =T )
A veclr!' (_/ &_.HM_%ue\mdwh

o Why? Because X ' € contains the dot products of each column in X with €. If

these are all O, then € is orthogonal to every column of X! -(-(MS ts Just

_ T _] '5(1)Tg'/ O o |

— I I
RO K o A O

) l ) ) ) TLX|
— 1x2

0
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The normal equations

o Keyidea: Find w € R¥ such that the error vector, € =

columns of X.

e The w* that accomplishes this satisfies:
X'e=0
X' () —Xw*) =0
X' — XTXw* =0
— XTXw* =Xx?!
e The last statement is referred jo as the
normal equations.

ﬁ{f‘fu« af eiw\‘hov\f

vector:

Aside

(2

— Xw, is orthogonal to the

o Assuming X' X is invertible, this is the

Tk (XTX)—lXT

o This is a big assumption, because it

requires X © X to be fuII rank. N

- olums

are infinitely many soluti

o If X1 X is not full rank t(fI

vs to the""! ml?i
ezumle.t‘

normal equations,
X1 X

= X1

nthere #7®

kfull y
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What does it mean?
» Original question: What vector in span(z ("), 2(?)) is closest to /?

Final answer: Assuming X 7 X is invertible, it is the vector Xw*, where:

’lTJ* _ (XTX)—lXT

Revisiting our example:

| | ] 2 -1
X=1z0 z@] =15 0
A N I B I S

0.7289
Using a computer gives us w* = (X1 X) 71 X1 ~ [ ] .

1.6300

e So, the vector in span(z(!), Z(?)) closest to 1/is 0.7289z ") 4 1.6300% %),

12
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An optimization problem, solved
o We just used linear algebra to solve an optimization problem.
o Specifically, the function we minimized is:
error(w) = ||y — Xw|
o This is a function whose input is a vector, w, and whose output is a scalar!

e The input, w*, to error(w) that minimizes it is one that satisfies the normal
equations:

X xor = x*
If X T X is invertible, then the unique solution is:
’ZTJ* _ (XTX)—lXT

o We're going to use this frequently!
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