Isited
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w, X Yy w,‘;(L >
Moving to multiple dimensions

e Let's now consider three vectors, 7/, 21) and #(?) allin R™. )

-
» Question: What vector in span(z("), (%)) is closest to 7/?

o That is, what values of w; and wy minimize ||€]| = || — w1 ZM) — w,
Baswe, = w, od w, such Hut
R -
% - e =0
- q,‘) -
% -e =0

@)
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Matrix-vector products create linear combinations of columns! H., e !

2 ~1
7V = (5 72 = |0
_3_ e 4 —

] e
X= |z z@&| =15

[»]
N .

= w1
e Then,ifw = [
w2

he sane!

] ‘linear combinations of (1) and Z(2) can be written as Xw.

e The span of the columns of X, or Span(X), consists of all vectors that can be

written in the form X w.
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Minimizing projection error in multiple dimensions

| T 2 -1
X=1z0 z@] =15 0
R R
« Goal: Find the vector @ = [w; ws|” suchthat ||€]| = || — @H is minimized.
[ ' 0 . > - (2
As we've seen, w must be such that: W, 7((()4_“/2?(( )

5m.(_w@m_wﬁm)zo

5@.(_w@m_wﬁm>:0

\

~
e

e How can we use our knowledge of matrices to rewrite this system of equations as

a single equation?
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Simplifying the system of equations, using matrices

| | 2 —1]
X=|z0 2@ =15 0
N | 3 4
7 ( — w2 —w2£(2)) =0
5@.(_w@m_wﬁ®)zg
h _

—
= ¢ )
W. 5((() -I—w.l}'icz) = Xw (‘ (3 x“" )7

=) @ 29—(/“.7(' —W, X ‘-'-'j‘XW -‘(7—) (J Kw
w
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Simplifying the system of equations, using matrices

N | 2 —1
X=1z0 z@] =15 0
] s
1. w17 4+ ws7?) can be written as X10,s0 € = 1/ — X10.

2. The condition that € must be orthogonal to each column of X is equivalent to
condition that X' ¢ = 0.
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The normal equations

| | 2 —1
X=1z0 z@] =15 0
B N
» Goal: Find the vector @ = [wy  ws|” suchthat ||€]| = ||J — X || is minimized.

e We now know that it is the vector w* such that:

—0 Frzv
XT( . /

Xt —XTXzTJ* =0

IOM § 5ll

e The last statement is referred to as the normal equations.
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The general solution to the normal equation
X E Rnxd

« Goal, in general: Find the vector w € R? such that ||€|| = ||/ — Xw|| is minimized.

e We now know that it is the vector w* such that:
XTe=0
— X'XxXw*=Xx"

o« Assuming X © X is invertible, this is the vector:

,&»‘)* _ (XTX)—IXT

o This is a big assumption, because it requires X * X to be full rank.

o If X* X is not full rank, then there are infinitely many solutions to the normal
equations, X I Xw* = X1,
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What does it mean?
» Original question: What vector in span(z ("), 2(?)) is closest to /?

Final answer: It is the vector Xw™*, where:

’lTJ* _ (XTX)—lXT

Revisiting our example:

| | ] 2 -1
X=1z0 z@] =15 0
A N I B I S

0.7289
Using a computer gives us w* = (X1 X) 71 X1 ~ [ ] .

1.6300
e So, the vector in span(z(!), Z(?)) closest to 1/is 0.7289z (") 4 1.6300% %),
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An optimization problem, solved
o We just used linear algebra to solve an optimization problem.
o Specifically, the function we minimized is:
error(w) = ||y — Xw|
o This is a function whose input is a vector, w, and whose output is a scalar!

e The input, w*, to error(w) that minimizes it is one that satisfies the normal
equations:

X xor = x*
If X T X is invertible, then the unique solution is:
’ZTJ* _ (XTX)—lXT

o We're going to use this frequently!
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