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numpy pandas





so we'll do math,
but with a purpose !





~

without "hard-coding"







our focus
↓ semi-supervised

O
->

ChatGpT

it is [
final exam, -

child'sheight,
e .g . predict "dog" , "cat" , "hamster

from an image



J ECS

statistics/ML
[





-
time of day

D

&
JAM + 45% of an hour

= 8 :25 ish
AM









supervised Yearning
data in the future- -
-

↓ data from the

learning patterns from data ! past !



singular : "datum"
-



simple linear regression (SLR) model-
---------

-- constant model



O

(xx, y5) O
↓ for example

Y

X



used for making
- predictions !

O

n=60 h=70 n=100

↓ ↓
↓



-= slope fancy y=mx+bintercept
I e.g. leave

at 10AM

predicted commute
= H(10) =170- 11- 10= lo%







T

I
where to draw line ? i↑ wheret line?
------------
------- I

-
--------------- I *

which of these constant predictions
is "the best" ?



ideas mentioned in lecture :

mean
,
median

, most recent , intmax





-> actual commute time
-

M

-
↳ predicted commute time

80-75=5
10-72=82 worse prediction, more loss!
80-100 = - 20 issue ! Some

some



2

= (predicted -actual)
symmetric



-> (72-8572= 169 Goal : Find a single
-> (90 -85)" =25 number that

describes The

i quality of =55
across myO Dataset.



O
low loss = good !

TO is better, because its average squared loss is lower!



low loss =good! L
: loss for a single

point
- R :

averageloses
whole dataset



(85-h) is a
parabola

↓ centredin=05

what value is

a here?



Rsq(h)= [(y ,-4) + (yz
-4)+ -- . + (yn-h)]
-

squared loss
for print 2

->
As a for-loop :
total=0Rsq(h)= (yi-4) for i in range (1,

n+1) :

total += y [i]
total = total/n



only unknown is h !
f Y, ..., yu are

known

(they're
my

data?)

↑
special + best -> smallestSt







① power rule

2(yi-h) (yi-h) ② chain rule

① ①

= 2(yi-h) (-1) = - z(yi-h) = 2(h-yi)





-
=En)- two slides ago

!

N S
[C-2)(yi-n)=

Fu= -Cyn



E multiply BS- (i-n) = by -

(yi-n) =0

i
1

yi -uh =0



Rsq(h)= (yi-n)

(h) =-
-

Rsh) =-() =( =2 . c =] > 0positive
u

(-1) +(-1) + ..+1 =-nE Rsq(h) opens up Y
=> h
*
is a minimizer!





Il -
Rsq(h)

~
"the argument that minimizes"



Another choice :
H(x) =h constant H(X) =Wo+W, X

-sq(yi , h) = (yi-h) a different loss fin ?

n
*
= Mean (y, yz .. . - .,Yn) different optimal

model parameter?







predicted
actual



ditiable! grows
quicker







61
Y

72
85 9 &

92

Bends at the data points !



MAE
-

61
↓

92

72 ↓
↓ 75 o

go
No
,
ho is not unique !

- Any value in the range
------ 7524

*
185

- minimizes MAE !








