Lecture 12

Loss Functions and Simple Linear
Regression

EECS 398: Practical Data Science, Winter 2025

practicaldsc.org « github.com/practicaldsc/wn25 - 8 See latest announcements here on Ed


https://practicaldsc.org/
https://github.com/practicaldsc/wn25
https://edstem.org/us/courses/69737/discussion/5943734

Agenda

e Recap: Models and loss functions.

Another loss function.

o Towards simple linear regression.

e Minimizing mean squared error for the simple linear model.
e Correlation.

e Interpreting the formulas.

There are several important videos for Lectures 11 and 12; they are all in this YouTube
playlist.


https://www.youtube.com/playlist?list=PLEFTQpsm47qQwTM7yz0XwaVOn54ooevNp
https://www.youtube.com/playlist?list=PLEFTQpsm47qQwTM7yz0XwaVOn54ooevNp

Recap: Models and loss fun




Overview

Minutes
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Commuting Time vs. Home Departure Time

o We started by introducing the idea of a
hypothesis function, H (x;).

60 1

SfMplC (cneor— r:z.:ﬁi\ﬂ e We looked at two possible models:
~ o The constant model, H(z;) = h.
N o The simple linear regression

. -:}- constont made R model, H(z;) = wy + wyx;.
_._:.:i:g.fg??g-,;—; — —.2 e« Wedecided to find the best constant
R prediction to use for predicting

; : ; o 4 commute times, in minutes.

Home Departure Time (AM)
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Recap: Mean squared error

e Let's suppose we have just a smaller dataset of just five historical commute times in
minutes.

Yy = 72 yo = 90 ys = 61 Yqs = 85 Y5 = 92

e The mean squared error of the constant prediction A is:

Ry (h) = %((72 — h)? + (90 — k)% + (61 — h)* + (85 — h)* + (92 — h)?)

e For example, if we predict h = 100, then:

1
R..(100) = = ((72 — 100)? + (90 — 100)? + (61 — 100)? + (85 — 100)? + (92 — 100)?
q 5

—|538.8

« We can pick any h as a prediction, but the smaller Ry, (h) is, the better h is!
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The mean minimizes mean squared error!

e The problem we set out to solve was, find the h* that minimizes:
‘\J&/
1 < ) J,w\‘d"
Ra(h) = —> (i —h)" "\ Pkt O

n

1=1 G \VQA .

e The answer is:

h* = Meaﬂ(y17 Y2, - .. ,yn)

The best constant prediction, in terms of mean squared error, is always the mean.

e We call h* our optimal model parameter, for when we use:
o the constant model, H(x;) = h,and

o the squared loss function, Lg,(y;, h) = (y; — h)*.

Review the derivation steps from Lecture 11's slides, and watch the video we posted.
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https://www.youtube.com/watch?v=NSIEP74ifyg&list=PLEFTQpsm47qQwTM7yz0XwaVOn54ooevNp&index=1

The modeling recipe

o We've implicitly introduced a three-step process for finding optimal model parameters
(like h*) that we can use for making predictions:

1. Choose a model. N\ = A
constanl; model: ~H?(’X.,>

2.Choose a loss function. ~
Lsq (jt» h) - (y‘ B h")
3. Minimize average loss to find optimal mg_del parameters.
By (W) =L Z (50 = p*Hean (e, =77

o Most modern machine learning methods today, including neural networks, follow this
recipe, and we'll see it repeatedly this semester!
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T

Question =

Answer at practicaldsc.org/q

What questions do you have?


https://practicaldsc.org/q

Another loss function




Another loss function

o \We started by computing the error for each of our predictions, but ran into the issue
that some errors were positive and some were negative.

€; = Yi — - aC-\up'Q"

e The solution was to square the errors, so that all are non-negative. The resulting loss
function is called squared loss.

Lo (yi, ) = (yi — )’

o Another loss function, which also measures how far H (x;) is from y;, is absolute
loss.

Labs(yia ) — ‘yz _ ‘ 2

( achul— )

10
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Absolute loss vs. squared loss

lyi — h|

h-

11
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Mean absolute error

e Suppose we collect n commute times, y1, Y2, ..., Yn.

e The average absolute loss, or mean absolute error (MAE), of the prediction A is:
1 n
Raps(h) = — . —h
abs (h) = — ;:1: y; — R

e We'd like to find the best constant prediction, h*, by finding the i that minimizes
mean absolute error (a new objective function).

e Any guesses?

medi 1

12
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The median minimizes mean absolute error!

e |t turns out that the constant prediction A* that minimizes mean absolute error,

1 "
Rabs(h) — g Z ‘yz — h'
1=1

h* = Median(yl, Yz, ... 7yn)

o \WWe won't prove this in lecture, but this extra video walks through it.
Watch it!

« To make a bit more sense of this result, let's graph Rps(h).

13


https://youtu.be/0s7M8OsnBNA

o (h) ¥ & precewise

Visualizing mean absolute error 'FMﬁﬁ ov? a

e Consider, again, our
Rabs(h) = +(|72 = h| + 190 — h| + |61 — h| + |85 — h| + 92 — hl) example dataset of five
commute times.

72,90, 61,85,92

Rabs (h)

e \Where are the "bends"
in the graph of Rps(h)
- that is, where does its

60 70 80 100

. . . T . . slope change?
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Visualizing mean absolute error, with an even number of points

Rups(h) = L(172 = B + 190 — h| + 61 — h| + 85— h| + 92— h| + 75— h]) o \What if we add a sixth

257 data point?

20+

72,90,61,85,92,75

Rabs (h)

15- e |sthere a unique h*?

! )
60 70 ’\‘ 80 x 90 /160 ?—g‘ .9 h¥ _4_' g gj

10
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The median minimizes mean absolute error!

e The new problem we set out to solve was, find the A™* that minimizes:

1
Rabs(h) — ; Z ’yz — h|

i=1
e The answer is:
h* = Median(y1,y2,---,Yn)
e The best constant prediction, in terms of mean absolute error, is always the median.
o When n is odd, this answer is unique.

o When n is even, any number between the middle two data points (when sorted)
also minimizes mean absolute error.

o When 1 is even, define the median to be the mean of the middle two data points.

16



Choosing a loss function

o For the constant model H(x;) = h, the mean minimizes mean squared error.

e For the constant model H(x;) = h, the median minimizes mean absolute error.

e |n practice, squared loss is the more common choice, as the resulting objective

function is more easil

Mean squared error
Ryq(h) X £ ((72 = )* + (90 — h)* + (61 — h)? + (85<"h)* + (92 — h)*)
700-
600

500

400

Rsq(h)

300

200+

differentiable.

also

Rabs (h)

204

15

10

\ ownechins o P""““:‘;’LY

Mean absolute error

Raps(h) = (172 = h| + |90 — | + |61 — h| + |85 — h| + 92 — h|)

T T T T T
60 70 80 90 100
h

e But how does our choice of loss function impact the resulting optimal prediction?

17
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Comparing the mean and median

o Consider our example dataset of 5 commute times.

yi=T72 =90 g3 =61  ys=85 y5

e As of now, the median is 85 and the mean is 80.

e What if we add 200 to the largest commute time, 927

Y1 =72  yp2=90 y3=61  yi=85 y5

Now, the medianis $H]| ¥5 but the mean is IZO !

Key idea: The mean is quite sensitive to outliers. T

But why? FO ¥ 200 3 LfO

18
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Outliers

1  —

h}is 10 titnes as big as-lyy5—= #if, but (gz—-h)* is 100 times (y3 — h)>.

e Below,

V
1¢ 2E/4 M g8 9 10 11 12 13 14

. ) . . (00O . .
e The resultis thdt the mean is "pulled" in the direction of outliers, relative to the

median. A

i

[

: Q

[

l

1 ‘2\1 4 5" 6 7 8 3'( 10 11 12 13 14
q

e As aresult, we say the median — and absolute loss more generally — is robust. 19
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Frequency

14+

124

10

WLEAIU"\ Distribution of Commuting Time

T
110 120 130

Minutes

I | L
\
I [
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Example: Income inequality

Average vs median income

Median and mean income between 2012 and 2014 in selected OECD countries, in USD; weighted by
the currencies' respective purchasing_power (PPP).

Average income in USD || Median income

0 10k 20k 30k 40k 50k 60k
Luxembourg

Norway
Switzerland
Australia
United States
Canada
Austria
Iceland
Denmark

Belgium



Summary: Choosing a loss function

o Key idea: Different loss functions lead to different best predictions, h*!

Loss

LSQ(y’ia h) — (yz — h)2
Labs(yia h) — ’yl — h’

0 y;=h
Loalwk) = {3 20
See HW 6.

e The optimal predictions, h*, are all summary statistics that measure the center of the

dataset in different ways.

Minimizer

mean

median

mode

?7?

Always
Unique?

yes
no X

no X

yes

Robust to

Outliers?
no X
yes

yes

no X

Differentiable?

yes
no X

no X

no X

22



T

Question =

Answer at practicaldsc.org/q

What questions do you have?

23


https://practicaldsc.org/q

The modeling recipe

o \We've now made two full passes through our modeling recipe.

1. Choose a model. Led
( ’)Ci,) _ h Cowfhhjk_ M6

00Se a oSS TuncC |0n - z—k
Cee :1 gor 1 w) = (g h) Lats (i) g [

)(lnd optimal model parameters. \/J/

Ks (h)\“—/—‘;::— é (j{-"l) Zs (h)*-—-é_/f—-h)
2 I Ny \U/

[/l 2‘:‘ H@M )';6: Md.’iam 24

3. Minimize average loss f
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Empirical risk minimization

e The formal name for the process of minimizing average loss is empirical risk
minimization; another name for "average loss" is empirical risk.

« When we use the squared loss function, Lsy(y;, h) = (y; — h)?, the corresponding
empirical risk is mean squared error:

| .
qu(h) — Z(yz — h)2 — h™ = Mea'n(ylay27 c o 7yn)

n 1=1

e When we use the absolute loss function, Las(y;, h) = |y; — h|, the corresponding

empirical risk is mean absolute error:

1 & .
Raps(h) = — Y lyi —h| = h* = Median(y,ys, - - -, yn)
1=1

25
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Empirical risk minimization, in general

e Keyidea: If L is any loss function, and H is any hypothesis function, the
corresponding empirical risk is:

R(H) = -3 Ly, H(=)

e |In Homework 6 and tomorrow's discussion, there are several questions where:

o You are given a new loss function L.

o You have to find the optimal parameter h* for the constant model H (z;) = h.

26



Towards simple linear regre




Recap: Hypothesis functions and parameters

e A hypothesis function, H, takes in an x; as input and returns a predicted y;.
o Parameters define the relationship between the input and output of a hypothesis

function. o S lnP-Q

 Example: The simple linear regression model, H(z;) = wo + wjxz;has two
parameters: wgy and wy.

H(x) =—14+ 12x H(x) =170 — 11x

[ 1, I eftbft

28
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x. = deparfure
The modeling recipe

.S W'I"' .
1. Choose a model. jt CommuTe +wne
HE = 0o 05 e s sel

f‘\Mf? ‘o fcj\fwl‘or\ )

2.Choose a loss function. z

o, (4, H(%) = (i~ HEx:)

3. Minimize average loss to find optimal model parameters.

29
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Minimizing mean squared error for the simple linear model

o We'll choose squared loss, since it's the easiest to minimize.

e Our goal, then, is to find the linear hypothesis function H *(z) that minimizes
empirical risk:

Ry (H) = — Z (yi — H(z))”

e Since linear hypothesis functions are of the form H(azz) = wqy + wix;, We canre-

write R, as a function/cn‘w@a_
" Ol o BNAT;

« How do we find the par 0 : inimize Ryq(Wo, w1)?

30
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Ryq(h)

Ryq(h) = 5 ((72 = h)* + (90 — h)* + (61 — h)* + (85 — h)> + (92 — h)*)
700
600
500+
400
300 -

200 -

For the constant model, the graph of lf\{sq(h) looked like a parabola.

31
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=1
8000 -
6000 -
Py
b
o
s 4000 -
=
2000 -
180\\ , =12
160 =10
140

100 ~4

The graph of qu(wo, wl) for the simple linear regression model is 3 dimensional bowl,
and is called a loss surface.

32
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Minimizing mean squared er
model




Minimizing multivariate functions

Our goal is to find the parameters w}") and w’{ that minimize mean squared error:

Rsq(wo, w1) = - i (i — (wo + wiz;))°

n 4

R is a function of two variables: wg and w1, and is a bowl-like shape in 3D.

To minimize a function of multiple variables:
o Take partial derivatives with respect to each variable.

o Set all partial derivatives to O and solve the resulting system of equations.

o Ensure that you've found a minimum, rather than a maximum or saddle point
(using the second derivative test for multivariate functions).

To save time, we won't do the derivation live in class, but you are responsible for it!

Here's a video of me walking through it, and the slides will be annotated with it.
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https://math.stackexchange.com/questions/2058469/how-can-we-minimize-a-function-of-two-variables
https://youtu.be/WuQs1r0NQiY

Example

Find the point (z, ¥, z) at which the following function is minimized.

flz,y) =2 — 8z +y° +6y— T / (%,-3,-—32)

ﬁf/ This 3s e “parhial deotie. of f witt
&% \r{spcof o x; it heafs y as 4 constait,

To Solve for mft\ -Hm fmoﬁon s

_af 2vu + b M wi 'ﬂﬂL / maximied , set ALL
. 3 — favh‘c»( dedntives 0 0 md sehr.

°d

24-9% = O O — solve and ]c‘b o the
zj +6 =0 @ — x= 4, ZL:— M:im\m'f?;a_‘
(3”‘ f4,-3) = - 3Z> " 35
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Minimizing mean squared error

n

1
qu(w07w1) — . (ys — (wo + wiz;))
1=1

2

To find the w§ and w} that minimize R, (wo, wy ), we'll:

OR, :
3w(;1 and set it equal to O.

OR, :
8w1q and set it equal to O.

1.Find
2.Find

3. Solve the resulting system of equations.,\

unlike o fhe last ¥ It\ﬂk,
BoTH (M'mﬁ derwdves
will involve BOTH vaiables,
Wy and o)
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- chan rule !

Rsq(wo, w1) = . Z (i — (wo + w1;))* /\/\/""\f\/
ORs, _}t_ggl(y - (w, +w7c>> (.% (we +w7<)>

n &

= -A—— é 2 (y; - (w. +w, ‘X;)) 2:‘)
J_. 2 (yi= (wo +, xa))7

n I \

=
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Strategy

o \We have a system of two equations and two unknowns (wg and w1):

——Z — (wo + wiz;)) =0 ——Z — (wo + wiz;))z; =0

e To proceed, we'll: .H/twsg;: S‘c‘m?ifud_ ¢, P"ULM 7,) sheuld be 0!

1. Solve for wy in the first equation.

The result becomes wg, because it's the "best intercept.”

2. Plug wy into the second equation and solve for w.
The result becomes w7, because it's the "best slope."
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n
- Nw, — W,
Solving for wy ,.,2, Ji ’ =
S\
——Z — (wo + wyz;)) = 0 S g~ 2% = nwo
=1 o "
(4%

sacal_ [
7;l ro~ vi b\ ) ‘n_w{e:n ! VI 0F‘h\nk,cj(.;f
" 12 \,__ W, X = O w [ opBm
2 Js {_Zwo/ AN — 2 —_/ € wheeeyt s
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ofhmé slope Z(Ji‘ﬁ)”ci _ w‘xélx;—Y) "

Solving for wi . = 3
o Z wO + wlmz)) z; =0 ._-.)\ w\a‘ — ’é_(Jl -‘j ) AL
2 (y‘ (o +w,%;)) %= O i C'K:'f) '*i
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Least squares solutions

« We've found that the values w, and w7 that minimize R, are:

where: 0 M”“e Slo‘OQ

e These formulas work, but let's re-write w7 to be a little more symmetric.

42


Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User


another ezu)mﬂeqf

An equivalent formula for w7}

e Claim: — ﬁn«/ﬂ .
n n f
(yi — y)z (z; — T)(y; —g)  “Ahe sum ¢
* ; ; A,Lufa‘hons s
wqy = ~ — — b

Z(w — Tz Z(a}i—i)z
+ Proot: Start with the ﬁcwwb qu X) =2 xi = 2

%/Q}; ;/‘:‘Zb.wu\‘tcva’]‘ar S‘f‘D\V‘hI\? (‘f}om _ ni(—fn}'('-
Z (x-®g)= & %-7) 2% (yu—")o
=) = ‘n?': 9(3(‘7; —9) o ;(?/é(ﬁ _j \( — 'é (]L-j)a: — N
I~ ﬂuw}%z l'ﬂ‘t fo\r lpaosn
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. V) e wvth
least ‘guwt> = GeAST

SQUARTA

Least squares solutions

o The least squares solutions for the intercept wgy and slope w1 are: _——
n TV N
Z(wi —Z)(yi — 9)
—1 _ _
wh = - - wy = Y — W{T

« We say w; and wj are optimal parameters, and the resulting line is called the
regression line.

e Theprocess of minimizing empirical risk to find optimal paran],eters is also called

the data." LLh’Nnmg 'ﬂ*L mode)

o To make predictions about the future, we use| H " () = wj + wiz|
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Minutes

140+

120+

100+

Predicted Commute Time = 142.25 - 8.19 * Departure Hour

Home Departure Time (AM)
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T

Question &
Answer at practicaldsc.org/q

Consider a dataset with just two points, (2, 5) and (4, 15). Suppose we want to fit a linear
hypothesis function to this dataset using squared loss. What are the values of wE") and w3
that minimize empirical risk?

e Awyg=2w] =35

e Bwy =3 w; =10 T
= —2,w] =95 MSE bf 0

e C.w,

e Dwy=—5w] =5
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https://practicaldsc.org/q

Correlation




Quantifying patterns in scatter plots

e The correlation coefficient, r, is a

o [ntuitively, it measures how tightly
clustered a scatter plot is around a

straight line.

e |t ranges betwee@n@

,c’cf
£

Covvdshon. 7 caucation

rx 0

.~
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3

«
Pearso o5 convelaion
The correlation coefficient

e The correlation coefficient, r, is defined as the average of the product of x and y,
when both are standardized.

e Let o, be the standard deviation of the x;s, and & be the mean of the x;s. ,
—z  SwbTect the metn «

e The correlation coefficient, then,is:

e x; standardized is

i

\
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The correlation coefficient, visualized

[r=-o.121 }

[r= 0.052 }

NS
“® AN °
.o.“. “g o
éo&"OQ
o
o‘o ...‘
o o “0‘
P o% ...“Q%:: °®

{r=0.949 ]

{ r=0.704 ]
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Another way to express w;

e It turns out that w7, the optimal slope for the linear hypothesis function when using
squared loss (i.e. the regression line), can be written in terms of 7!

S (@ - D)~ ) Vet tred
. i—1 1 Z Oy U/t#. W 1 he
w, = n = 'r‘a—m Same. r’\ﬁn oS
Z(”"i - 1)’ (
i—1 V.

e It's not surprising that r is related to w7, since 7 is a measure of linear association.
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Recap: Simple linear regression
o Goal: Use the modeling recipe to find the "best" simple linear hypothesis function.

1.Model: H(z;) = wg + wix;.
2. Loss function: Ly, (y;, H(z;)) = (y; — H(z;))?.

n

~

1
3. Minimize empirical risk: R, (wo, w1) = s (y; — (wo + wiz;))”.
i—1

£,
|
|
=3
|
S,
|
<
|
S
Y

e The resulting line, H*(x) = w{ + wjz, is the line that minimizes mean squared error.
It's often called the (least squares) regression line, and the optimal linear predictor. 53



