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Simple Linear Regression
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https://practicaldsc.org/
https://github.com/practicaldsc/fa24

Announcements ™

e Homework 7 is due on Thursday.

o We've released a Grade Report on Gradescope that has your current overall score in
the class, scores on all assignments, and slip day usage so far.
See #232 on Ed for more details.

e Some updates to the Syllabus:
o You now have 8 slip days instead of 6!

o The final homework, called the Portfolio Homework, will be an open-ended
investigation using the tools from both halves of the semester. Details to come.
= You'll end up making a website!
= You can work with a partner, but can't drop it or use slip days on it.
e The |A application is out for next semester! Please consider applying, and let me know
if you're interested.
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https://edstem.org/us/courses/61012/discussion/5538979
https://practicaldsc.org/syllabus

Agenda

e Recap: Models and loss functions.
e Towards simple linear regression.
e Minimizing mean squared error for the simple linear model.

e Correlation.

Interpreting the formulas.

e Connections to related models.

Dlank slides }ngi‘d on

couvse wepsite !
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Recap: Models and loss fun
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Overview

commuting Time vs. Home Departure Time e We started by introducing the idea of a

] ° hypothesis function, H ().
e We looked at two possible models:

| ::(\.SL:L mode \ Nconstant model, H(x) = h.

: ~ S . Consloal o The simple linear regression model,
e 3 ..:.\%" . ade | H(z)
S .-",%.?2.‘?3;.:?.‘ — —%> « Wedecided to find the best constant
e C\ s prediction to use for predicting

; ; ; : PNy commute times, in minutes.
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(adwé - Pmlld‘d ) :

Recap: Mean squared error /\

e Let's suppose we have just a smaller dataset of just five historical commute timeslin
minutes.

Yy = 72 y2 = 90 ys = 61 Y4 = 85

e The mean squared error of the constant prediction A is:

Ys = 92

Ry (h) = %((72 — h)? + (90 — h)* + (61 — h)* + (85 — h)* + (92 — h)?)

e For example, if we predict h = 100, then:

1
R..(100) = = ((72 — 100)? + (90 — 100)? + (61 — 100)? + (85 — 100)? + (92 — 100)?
q 5

—|538.8

« We can pick any h as a prediction, but the smaller R, (h) is, the better h is!
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The modeling recipe
o \We've now made two full passes through our modeling recipe.
1. Choose a model.

Hx)=h “tontfact made

2.Choose a loss function. \ S B
L’I(JU h ) (Z" h ) L”,(ﬁjn h ) /ﬂo

3. Minimize avepdge loss to find optimal model parameters.

Lsz(h .L ZCJ —h> Roays () = _\L_ élj‘ h}

=) )1, Hcan (y\,gz, J") = h =Med:a- (%jz/ ”"J")

17row,d um} caleales!!
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Visualizing average loss

e Let's use the same example dataset, 72,90, 61, 85, 92.

e Below are the graphs of:

Ryq(h)

o Mean squared error, the average of squared loss across our dataset.

o Mean absolute error, the average of absolute loss across our dataset.

Mean squared error

Ryy(h) = 1 ((72 = B)* + (90 — h)* + (61 — h)* + (85 — h)* + (92 — h)?)

700+

600+

500

400

300+

200+

Rabs (h)

20

154

104

Mean absolute error

Raps(h) = 1(172 = h] + 190 — h| + |61 — h| + |85 — h| + 192 — h|)

/

Iy?ece,w.‘;e Jinea,!

T
60

T T T T
70 80 90 100
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Empirical risk minimization

The formal name for the process of minimizing average loss is empirical risk

o o . . 2
minimization. (adw\l,w:cu)

Another name for "average loss" is empirical risk. 2

When we use the squared loss function, Lsy(yi, h) = (y; — h)?, the corresponding
empirical risk is mean squared error:

1 & g
Ry(h) = =) (yi —h)*> = h},= Mean(y1,ys, - --,Yn)

" Uit bt optosnt

When we use the absolute loss function, L,s(yi, h) = |y; — h/, the corresponding

empirical risk is mean absolute error:

1 & . ,
Raps(h) = — Y lyi — k| = h* =Median(y,ys, - - -, yn)
1=1
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Empirical risk minimization, in general

e Keyidea: If L is any loss function, and H is any hypothesis function, the
corresponding empirical risk is:

R(H) = -3 Ly, H(=)

e In Homework 7 (and last week's discussion), you saw several examples in which:

o You were given a new loss function L.

o You had to find the optimal parameter h* for the constant model H(z;) = h.

10
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Choosing a loss function

o For the constant model H(xz) = h, the mean minimizes mean squared error.

e For the constant model H(xz) = h, the median minimizes mean absolute error.

e |n practice, squared loss is the more common choice, as it's easily differentiable.

lyi = hl

h-

(yi—h)?

h-

Zfﬁ M(e\'__) >/

i

e But how does our choice of loss function impact the resulting optimal prediction?

11
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bl 22 3G 0 222

Comparing the mean and median

o Consider our example dataset of 5 commute times.

Yy = 72 y2 = 90 ys = 61 Yqs = 85 Y5 = 92
e As of now, the median is 85 and the mean is 80.
e What if we add 200 to the largest commute time, 927

Y1 = (2 Yo = 90 ys3 = 61 Ys = 85 Y5 = 292

e Now, the medianis Z—g but the mean is [ZO !
o Key idea: The mean is quite sensitive to outliers.
But why?
*S +200
- S
=80 1+40=(2D

12
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Outliers

o Below, ,but (y4 — h)%is 100 times (y3 — h)*.

y4 — h|is 10times as big as |y3 — h

Q00 ?

1 2 3 4 5 6 7 8 9 10 11 12 13 14

e The result is that the mean is "pulled"” in the direction of outliers, relative to the
median. / median = 2.5

T T l T T
1 2 3 4

P
= 42431 14 ’7’

Ul o oo oo ses s o

6 7 8 9 10 11 12 13 14

e As aresult, we say the median — and absolute loss more generally — is robust. 13
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Frequency

14-

124

10

(0o}
!

Distribution of Commuting Time

130

MZA;OW VMCAV\ Minutes
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MeAN-

'S
Example: Income inequality ‘ 77’&4 ﬁ
bsa, [N?Z out lievs
Average vs median income

Median and mean income between 2012 and 2014 in selected OECD countries, in USD; weighted by(\
the currencies' respective purchasing_power (PPP).

Average income in USD - Median income

Mean

Luxembourg

0 10k 20k 30k 40k 50k 60k

Norway
Switzerland
Australia
United States
Canada
Austria
Iceland
Denmark

Belgium
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Summary: Choosing a loss function

o Key idea: Different loss functions lead to different best predictions, h*!

Loss

LSQ(y’ia h) — (yz — h)2
Labs(yia h) — ’yl — h’

LO,l(yiah) — {1 yz 7& h

See HW 7, Question 5.

e The optimal predictions, h*, are all summary statistics that measure the center of the

dataset in different ways.

Minimizer

mean

median

mode

?7?

Always
Unique?

yes
no X

no X

yes

Robust to

Outliers?
no X
yes

yes

no X

Differentiable?

yes
no X

no X

no X

16
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Towards simple linear regres
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Recap: Hypothesis functions and parameters

e A hypothesis function, H, takes in an x as input and returns a predicted v.

o Parameters define the relationship between the input and output of a hypothesis

]
function. v nJuAﬂWt
¢ w
« Example: The simple linear regression model, H (z) = wq + wx, has two
parameters: wg and wj. ?
H(x) = —14 + 12x H(x) = 170 — 11x 5 'OPC

M‘fmert

Geod - Brd e b_ei_f y

lg(ope« W‘d ,W‘F;%mpt—‘ -
AN We

= R0-919 #@ .
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The modeling recipe

1. Choose a model.

fe fore H(x)=h Now ¢ H(x) =wet+w, AL

2. Choose a loss function. L’i (jb) H(’ﬂ )) <5‘ - H(,%v>) 2
= (jb (wofu),’x >>

3. Minimize average loss to find optimal model parameters.

5 (W) -+ = (4- ()

19
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Minimizing mean squared error for the simple linear model

o We'll choose squared loss, since it's the easiest to minimize.

e Our goal, then, is to find the linear hypothesis function H *(z) that minimizes

empirical risk:

Ry (H) = — Z (yi — H(z))”

e Since linear hypothesis functions are of the form H(az) = wWqy + w1, we can re-write

R as afunction of wg and wy:
| i,dzdc.pt
i) n

Rsq(wo, w1) = i Z (y: — (wo + wlwi))z

n

ﬂopl

Owl
Un M owns
Ave. W, W, ’

 How do we find the parameters w; and w] that minimize R, (wq, w1)?

20
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é(]; = (Wo+, 7<£)> ]

‘:‘

Ly (00, 0) = 7

Loss surface
For the constant model, the graph of What does the graph of qu(’wo, wl) look
R, (h) looked like a parabola. like for the simple linear regression model?

Ryq(h) = £((72 = h)* + (90 — h)? + (61 — h)* + (85 — h)* + (92 — h)*)

700+

600- 8000 -| 4] ’DQ? Sl&fﬁﬂ v
AN HSE

Ryq(h)

400

300+

'Zsi (h) :Jv? :é(fﬁ”‘o -
mm w -
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Minimizing multivariate functions

Our goal is to find the parameters w}") and w’{ that minimize mean squared error:

Rsq(wo, w1) = - i (i — (wo + wiz;))°

n 4

R is a function of two variables: wg and w;.

To minimize a function of multiple variables:
o Take partial derivatives with respect to each variable.

o Set all partial derivatives to O and solve the resulting system of equations.

o Ensure that you've found a minimum, rather than a maximum or saddle point
(using the second derivative test for multivariate functions).

To save time, we won't do the derivation live in class, but you are responsible for it!
Here's a video of me walking through it.
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https://math.stackexchange.com/questions/2058469/how-can-we-minimize-a-function-of-two-variables
https://youtu.be/WuQs1r0NQiY

Example

Find the point (z, ¥, z) at which the following function is minimized.
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Minimizing mean squared error

n

1
qu(wo,’wl) — . (yz- — (’wo + ’wlwz'))2
1=1

To find the w§ and w} that minimize R, (wo, wy ), we'll:

OR, :
Bw(? and set it equal to O.

1.Find
2.Find

0

R, :
8w1q and set it equal to O.

3. Solve the resulting system of equations.

25


Mobile User


26


Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User


27


Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User


Sy 5t Z equations,
\t UF Z uw [mmS I

e \We have a system of two equations and two unknowns (wg and w1):

——Z — (wp + wyz;)) =0 — —Z — (wo + wyz;))x; =0
\/—\/\/J B M
vhal o0& — ok

e To proceed, we'll: P# =
P F fb Woe 2"\’0 I;a/*ha,e Wg‘t- UJI aw'
1. Solve for wq in the first equation. Y
0 a w:‘ﬂ/\. YCYPCU“ Jf?

Strategy

The result becomes wg, because it's the "best intercept.”

2. Plug wy into the second equation and solve for w.
The result becomes w7, because it's the "best slope."
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Groodd - | $0 [ﬂd'e W, .

Solving for w
° ’ éuo: U)a“'ww* — TWo = NWe
-z z (wo + wyz;)) = 0 ez A’

2 (jc—- Wo— W, 7(..)

-

=
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Least squares solutions

« We've found that the values w, and w7 that minimize R, are:

 _ 1=1 = .
w) = — Wy =Y — WT
E (x; — Z)x;
i=1
where:
~ 1 n ~ 1 n
L — — E wz Yy— — Yi
n n

e These formulas work, but let's re-write w7 to be a little more symmetric.
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Fac‘f fWM Homﬂo\/k ?‘ A3 |:
ﬂﬂ["%) Z(ﬂu“j> 0.

An equivalent formula for w7}

e Claim: (=1
n n
Z(yi — y)z; Z(wi —Z)(yi — 9)
. i=1 i=1
w1 = =, = n

Y (wi — T); Y (z;— )

e Proof: Firs‘t, cmidw_ﬂ)e ruverntoy _
D2 %)~ = Zxly-9) - T(5~F constoit
@:s.ﬂxjip ﬂjj) Jj_)\l_/ ’wuﬂc-?cc
fx (5-9) ,éx (4-9) @, -

Sgyn-rhgD | 259w,
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Least squares solutions

o The least squares solutions for the intercept wgy and slope w1 are:
7 a'e:yemlc ov)
Z(ﬂ?i —Z)(y: — ) L best slape
bRl Y (@i #)° best

ipe ' 7 'Mf‘ezu,?t

« We say w; and wj are optimal parameters, and the resulting line is called the

regression line. ( whew w;n{? fiuavei (095!
e The process of minimizing empirical risk to find optimal parameters is also called
"fitting to the data."

o To make predictions about the future, we use| H " () = wj + wiz|
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Code demo

e Let's test these formulas out in code!
Predicted Commute Time = 142.25 - 8.19 * Departure Hour

1404
120+

100+ ®

Minutes

[e2]
O
=
o
[ury
[ure

Home Departure Time (AM)

e The supplementary notebook is posted in the usual place on GitHub and the course

website.
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Quantifying patterns in scatter plots

e The correlation coefficient, 7, is a
measure of the strength of the linear
/association of two variables, x and v.

P‘HM e Intuitively, it measures how tightly

clustered a scatter plot is around a

straight line.

e |t ranges between -1and 1.
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18 o
The correlation coefficient’f~ deon (o fm(aﬁon coeﬁ/aﬁ

e The correlation coefficient, r, is defined as the average of the product of x and y,
when both are standardized.

e Let o, be the standard deviation of the x;s, and & be the mean of the x;s.

Tr;—T

o x; standardized is

i

e The correlation coefficient, then, is:
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| eve|
The correlation coefficient, visualized /’
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s 50{‘1“"‘?161‘ Y AS
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@ . '...‘ ® *.' Qw' l
o:..“o.o ° .OA.“‘. bN

close {‘: 0 ) v f‘:""" (witn P trve
O mesrs B kR slope

|wtf
“‘ .‘““ < ..
© t 3 e o
‘.o ° ° e ‘ <o ‘:Q‘. .o‘
— ‘ & » o ® ® —_
Lr =0.052 } J‘. 3 5‘:‘03‘“‘:5“°° L ~ { r=0.704 ]
;7 “X. c}' -
\ n :
Nov- kaews .

agocdinon \, 38


Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User


Another way to express w;

e It turns out that w7, the optimal slope for the linear hypothesis function when using
squared loss (i.e. the regression line), can be written in terms of 7!
n

Z(% —Z)(yi — 9)

* 1=1 Oy
w]. p— = r——
n O-m

Y (z;— )

1=1

e It's not surprising that r is related to w7, since 7 is a measure of linear association.

 Concise way of writing wj and wy:
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Code demo
o Let's test these new formulas out in code and see if they match the earlier formulas!
Predicted Commute Time = 142.25 - 8.19 * Departure Hour

1404
120+

100+ ®

Minutes

Home Departure Time (AM)

e The supplementary notebook is posted in the usual place on GitHub and the course

website.
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Causality
e Can we conclude that leaving later causes you to get to school W:‘ckcr

Predicted Commute Time = 142.25 - 8.19 * Departure Hour

1404
120+

100 ®

Minutes

Home Departure Time (AM)
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Interpreting the slope

w; =r—
O

e The units of the slope are units of y per units of x.

e In our commute times example, in H *(z) = 142.25 — 8.19z, our predicted
commute time decreases by 8.19 minutes per hour.
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Interpreting the slope

250 ,
250 250
°
200+ 200 ® 200
°
'y
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°
°
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e
w° %o o
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100 ° 1001 oo Y0 ® e é 1004 Py
[ ] v
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e Since o, > 0and oy, > 0, the slope's signis 7's sign.
 Asthe y values get more spread out, o, increases, so the slope gets steeper.

o Asthe x values get more spread out, o, increases, so the slope gets shallower.
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Interpreting the intercept

Predicted Commute Time = 142.25 - 8.19 * Departure Hour

1404

I o What are the units of the intercept?

120

100 ®

Minutes

e What is the value of H*(Z)?

T T T T T T
6 7 8 9 10 11

Home Departure Time (AM)
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DK

Question =

Answer at practicaldsc.org/q

We fit a regression line to predict commute times given departure hour. Then, we add 75
minutes to all commute times in our dataset. What happens to the resulting regression
line?

e A.Slope increases, intercept increases.

e B. Slope decreases, intercept increases.

e C. Slope stays the same, intercept increases.

e D.Slope stays the same, intercept stays the same.
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T

Question =

Answer at practicaldsc.org/q

Consider a dataset with just two points, (2, 5) and (4, 15). Suppose we want to fit a linear
hypothesis function to this dataset using squared loss. What are the values of wE") and w3
that minimize empirical risk?

e Awyg=2w] =35

e Bwy =3 w; =10

e Cwy=—2,w] =9

e Dwy=—5w] =5
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T

Question &
Answer at practicaldsc.org/q

Suppose we chose the model H(x) = w« and squared loss.
What is the optimal model parameter, w3 ?

n
. p 2im®@ 22— ) . C. Zizl o
| 2?21 (z; — 55)2 Zizl L
n
o Z?:l LilYi e D Zi:l Yi
[ ) . p
| Z?:l mf D i1 T
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Exercise

Suppose we chose the model H(a:) = w1 and squared loss.
What is the optimal model parameter, w’{?
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Minutes to School

120+

100+

80+

60 -

40+

20+

Predicted Commute Time = 142.25 - 8.19 * Departure Hour

Predicted Commute Time = 8.41 * Departure Hour

Home Departure Time (AM)
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Exercise

Suppose we choose the model H(a:) = wq and squared loss.
What is the optimal model parameter, wg?
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Comparing mean squared errors
e With both:

o the constant model, H(x) = h, and

o the simple linear regression model, H (x) = wy + wi x,

when we chose squared loss, we minimized mean squared error to find optimal
parameters:

Ry(H) = — > (yi — H(,))’

n <

e Which model minimizes mean squared error more?
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Comparing mean squared errors

Minutes to School

Predicted Commute Time = 142.25 - 8.19 * Departure Hour
Predicted Commute Time = 73.18

140+

120+

100+ o

40-

20+

T T T T T T
6 7 8 9 10 11

Home Departure Time (AM)

MSE = — Zn: (yi — H(z:))*

n i3

e The MSE of the best

simple linear regression
model is =~ 97.

e The MSE of the best
constant model is =~ 167.

e The simple linear
regression model is a
more flexible version of
the constant model.
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